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Alternative proof of a monotonicity property of

certain function

Kwara Nantomah

Abstract. By using L’Hospital’s rule for monotonicity, we provide an alternative

proof of a monotonicity property of a certain function involving the exponential

function. This new approach is very concise.

1. Introduction

Monotonic functions provide remarkable tools for establishing bounds or inequal-

ities and they are frequently encountered in mathematical analysis and other related

disciplines.

In the paper [5], the authors proved the following theorem. Subsequently, as

applications of the result of the theorem, they establish some inequalities for the

function e−z

(1−e−z)2
and also establish logarithmic concavity of the function z

eaz−e(a−1)z

among other things.

Theorem 1.1. For z > 0, the function

K(z) =
1

z2
− e−z

(1− e−z)2
(1)

is strictly decreasing.

For information on the possible origin of the function K(z), its connection with

other functions, and some other applications, the reader may refer to [3], [4], [5],

[7] and the closely related references therein.
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In this paper, the ultimate goal is to provide an alternative proof of the theo-

rem by using using L’Hospital’s rule for monotonicy. Comparatively, the current

approach is very simple. We present our proof in the following section.

2. Alternative Proof of Theorem 1.1

In order to construct our proof, we shall require the following Lemmas.

Lemma 2.1 ([6]). Let −∞ ≤ u < v ≤ ∞ and p and q be continuous functions

that are differentiable on (u, v), with p(u+) = q(u+) = 0 or p(v−) = q(v−) = 0.

Suppose that q(z) and q′(z) are nonzero for all z ∈ (u, v). If p′(z)
q′(z)

is increasing (or

decreasing) on (u, v), then p(x)
q(x)

is also increasing (or decreasing) on (u, v).

Lemma 2.2. For z > 0, the inequality

z − sinh(z) cosh(z) < 0 (2)

holds.

Proof. Let A(z) = z − sinh(z) cosh(z) for z > 0. Then

A′(z) = 1− [sinh2(z) + cosh2(z)]

= 1− [2 cosh2(z) + 1]

= −2 cosh2(z)

< 0.

Thus, A(z) is decreasing. Consequently, for z > 0, we have

A(z) < lim
z→0+

A(z) = 0

which completes the proof of the lemma. □

Proof of Theorem 1.1 . By direct computation, we obtain

K(z) =
1

z2
− e−z

(1− e−z)2

=
1

z2
+

1

2− 2 cosh(z)

=
2− 2 cosh(z) + z2

2z2(1− cosh(z))
=

p1(z)

q1(z)

where p1(z) = 2−2 cosh(z)+ z2, q1(z) = 2z2(1− cosh(z)) and p1(0+) = q1(0+) = 0.

Then
p′1(z)

q′1(z)
=

z − sinh(z)

2z(1− cosh(z))− z2 sinh(z)
=

p2(z)

q2(z)
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where p2(z) = z − sinh(z), q2(z) = 2z(1 − cosh(z)) − z2 sinh(z) and p2(0+) =

q2(0+) = 0. Then

p′2(z)

q′2(z)
=

1− cosh(z)

2− (z2 + 2) cosh(z)− 4z sinh(z)
=

p3(z)

q3(z)

where p3(z) = 1 − cosh(z), q3(z) = 2 − (z2 + 2) cosh(z) − 4z sinh(z) and p3(0+) =

q3(0+) = 0. Then

p′3(z)

q′3(z)
=

sinh(z)

(z2 + 6) sinh(z) + 6z cosh(z)
= B(z).

Then [
(z2 + 6) sinh(z) + 6z cosh(z)

]2 B′(z)

= −8z sinh2(z) + 6z cosh2(z)− 6 sinh(z) cosh(z)

= −2z sinh2(z) + 6z[cosh2(z)− sinh2(z)]− 6 sinh(z) cosh(z)

= −2z sinh2(z) + 6z − 6 sinh(z) cosh(z)

= −2z sinh2(z) + 6[z − sinh(z) cosh(z)]

< 0

which follows from Lemma 2.2. Thus, the function
p′3(z)

q′3(z)
is strictly decreasing. There-

fore, by virtue of Lemma 2.1, the function p1(z)
q1(z)

is also strictly decreasing and this

completes the proof. □

3. Concluding Remarks

In this work, we have provided an alternative proof of a monotonicity property

of a certain function involving the exponential function. Comparatively, the current

proof is simple and succinct. It has been pointed out in [5] that the function under

study is related to

θ(z) =

∫ ∞

0

(
1

et − 1
− 1

t
+

1

2

)
e−zt

t
dt

which is the remainder of Binet’s first formula for logarithm of the gamma function.

We point out here that, the function is also related to

Θ(z) =

∫ ∞

0

(
1

t
− 1

et − 1
− 1

2
+

t

12

)
e−zt

t2
dt

which is the remainder of a Binet-like expression for Barnes G-function (see [2] and

a similar expression in [1]).
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